
Dynamic proteomics in individual human cells uncovers
widespread cell-cycle dependence of nuclear proteins
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We examined cell cycle–dependent changes in the proteome

of human cells by systematically measuring protein dynamics

in individual living cells. We used time-lapse microscopy to

measure the dynamics of a random subset of 20 nuclear

proteins, each tagged with yellow fluorescent protein (YFP)

at its endogenous chromosomal location. We synchronized the

cells in silico by aligning protein dynamics in each cell between

consecutive divisions. We observed widespread (40%) cell-cycle

dependence of nuclear protein levels and detected previously

unknown cell cycle–dependent localization changes. This

approach to dynamic proteomics can aid in discovery and

accurate quantification of the extensive regulation of protein

concentration and localization in individual living cells.

A long-term goal of biology is a quantitative understanding of gene
and protein networks of human cells and their responses to stimuli.
This requires the ability to accurately measure protein levels1–4 and
localizations5–12. An ideal proteomic measurement system would
(i) work at the level of individual cells, as experiments that average
over cell populations can overlook events happening in only
a subset of cells, all-or-none effects and variability between cells;
(ii) follow the same cell over extended periods of time to uncover
phenomena such as oscillations and temporal programs; (iii) make
minimal perturbations to the state of the cell and (iv) measure both
protein levels and localization.

One cellular process that produces widespread changes in the
proteome is the cell cycle. Systematic studies of cell cycle–regulated
genes using DNA arrays showed that about 10% of genes were cell
cycle dependent in yeast and Arabidopsis thaliana13–16, compared
with 2–3% of genes in human cells (whether primary fibroblast17 or
HeLa carcinoma18). These differences may reflect fundamental
differences between plant and yeast cells on one hand and human
cells on the other, or increased experimental noise arising
from problems in synchronization of human cells relative to yeast
and A. thaliana.

We examined the cell-cycle dependence of nuclear proteins
(which constitute 90% of known cell cycle–dependent proteins18)

as a proof of principle for a new dynamic proteomics approach in
individual living cells. Our approach was based on automated time-
lapse microscopy and image analysis of a library of cells, each with a
different fluorescently tagged protein expressed from its endogen-
ous chromosomal location. We were able to use a non-perturbing
method of synchronization, monitoring tagged protein levels in
non-synchronized individual cells from one cell division to the next
and retroactively aligning protein dynamics of all cells between
consecutive division events. We discovered that in the random
subset of nuclear proteins we examined, 40% showed cell cycle–
dependent dynamics.

RESULTS
Construction of a YFP CD-tagged reporter clone library
To measure protein level and localization in individual living cells,
we developed a system for dynamic proteomics. We generated a
library of cell clones in which each clone contained a different
fluorescently tagged protein expressed from its endogenous chro-
mosomal location. We fluorescently labeled endogenous proteins
by the central dogma (CD) tagging approach19,20. For tagging, we
used a retrovirus to insert the YFP coding region flanked by splice
signals into the genome of H1299 lung carcinoma cells in a
nondirected manner (Fig. 1a). When integrated in the proper
frame and orientation into an intron of an expressed gene, the YFP
was spliced into the mRNA as a new exon. This resulted in a full-
length fluorescent protein fusion expressed from its endogenous
chromosomal locus. The CD-tagging method allows construction
of tagged mammalian cell libraries, resembling the library of
endogenous GFP protein fusions constructed in yeast by homo-
logous recombination11. Unlike gene trap methods21–24, this tag-
ging approach results in a full-length protein. CD-tagging preserves
wild-type localization and function in a large fraction of the tagged
proteins19,25,26 and avoids overexpression concerns associated with
fluorescent protein fusions expressed from exogenous promoters.

After tagging with the virus, we selected cells with tagged proteins
by flow cytometric sorting of YFP-positive cells into multiwell
plates; each tagged cell was expanded into a clone (Fig. 1b,c). In
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order to prevent multiple productive tagging events, multiplicity of
infection was controlled so that o1% of cells were YFP positive. We
identified the tagged protein in each clone by 3¢ RACE27, based on
the amplification of the mRNA transcript of the tagged gene using
nested PCR primers for YFP and for the poly(A) tail. We established
a library of 200 cell clones, each with a different identified tagged
protein (database of clones available online; http://www.dynamic
proteomics.net. Additional data on localizations and integration
sites are available in Supplementary Fig. 1 online). We determined
the localization of the protein in each labeled clone by fluorescence
microscopy. The cell library contained proteins in diverse
localizations. Of the proteins with previously characterized locali-
zations in mammalian cells, 74% showed the same localization
patterns with CD-tagging (Supplementary Table 1 online).
The library included 18 different ribosomal proteins. Of
these proteins, two-thirds showed the correct cytoplasmic and
nucleolar localization28.

Quantitation and in silico synchronization of protein dynamics
We imaged 20 YFP CD-tagged nuclear proteins from the library
using fluorescence microscopy under controlled CO2, temperature
and humidity. We concentrated on nuclear proteins in this study
because image analysis of the fluorescence microscopy movies is
readily feasible for nuclear localization patterns, owing to the
regular shape of the nucleus and its distance from other nuclei.
Of the clones in the library, we randomly chose 20 nuclear proteins.

We recorded movies of clones containing tagged proteins with a
20� objective at a temporal resolution of 10 min for 48–60 h. Cells
showed normal proliferation over this period. Cell division
events occurred throughout the movie, with a cell cycle time of
18 ± 2.5 h (for cell-cycle time distributions of individual clones, see
Supplementary Fig. 2 online). Each movie captured the dynamics
of an initial population of 10–20 cells from a clone. This initial
population divided to generate up to 150 cells. Examples of the
dynamics of nine different tagged proteins with diverse localization
patterns over one full cell cycle are shown in Supplementary Video
1 online, and an example of a field of view of one clone with a

labeled nuclear protein (regulatory histone H2AFV) is shown in
Supplementary Video 2 (transmitted light) and Supplementary
Video 3 (fluorescence) online. We developed automated image
analysis tools for segmentation and tracking to quantify nuclear
protein levels (Fig. 2, Methods). For a detailed description of the
segmentation and tracking algorithms used, see Supplementary
Methods online.

Nuclear fluorescence of all proteins increased over the cell cycle
and showed an abrupt drop after each division to about half of the
maximal level, as a result of protein segregation to the two daughter
cells (Fig. 2c). We synchronized cells in silico by aligning the
dynamics between two division events and using the fraction of
the cell cycle that has elapsed as a time base instead of absolute time
(Fig. 2d). Because cells differed in their cell-cycle timing and
duration, in silico synchronization allowed a normalized and
aligned time base with respect to the cell-cycle duration of each
particular cell.
In silico synchronization allowed us to quantify the average rates

of change of protein concentration in the nucleus of each cell over
the course of the cell cycle. The rate of change, which we denote the
nuclear accumulation rate, was defined as the temporal derivative
of the nuclear protein fluorescence level divided by the nuclear area
(see Methods). The nuclear accumulation rate is therefore the net
result of changes in production, degradation and localization. We
aligned nuclear accumulation rates between the cell division events
of each cell and averaged them.

Cell-cycle dependence of nuclear proteins
To determine whether the nuclear accumulation profile obtained
by in silico synchronization was cell cycle–dependent, we used
criteria that took into account both experimental error and
biological differences between clones (see Methods). We deter-
mined the average duration of the G1, S and G2 cell-cycle phases as
a percentage of the cell cycle by flow cytometric analysis of DNA-
stained cells (Supplementary Fig. 3 online).

We scored proteins as cell cycle–dependent (Fig. 3) using two
different tests. One was based on estimating the error from
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Figure 1 | Creation of a library of CD-tagged proteins. (a) CD-tagging with a retrovirally delivered YFP with no promoter, no start codon and no poly(A) signal,

flanked by splice acceptor (SA) and splice donor (SD) sequences. YFP is retained as a new exon after splicing of the mRNA, leading to an internally labeled

protein. MMuLV, Moloney murine leukemia virus. (b) Sorting of cells that contain CD-tagged proteins by flow cytometry. Tagged cells were collected by a sorting

for high 535 nm (YFP) to 590 nm (autofluorescence) emission ratio. Inset shows cells infected with an empty retroviral vector as a control. The percentage of

YFP-positive cells was about 0.5–1% for different experiments. Therefore, the likelihood that a cell contained two detectable fluorescently tagged proteins was

small. (c) Cells that fell into the sorting gate shown in b were sorted at one cell per well into 384-well plates and expanded into clones. The YFP-tagged protein

in each clone was identified by 3¢ RACE and analyzed by time-lapse microscopy.
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differences in cell-cycle pattern from independently derived clones
with the same tagged protein. The other test used a t-test, based on
within-clone variations (see Methods). We found significant (P o
0.05) cell cycle–dependent changes in 40% (8/20) of the proteins
(Fig. 3a–h). The nuclear protein levels showed different types of
dynamic profiles. We observed nearly sinusoidal variation, with
increased accumulation at S phase, for the uncharacterized protein

FLJ10154 and for the topoisomerase TOP1 (Fig. 3a,d). Other
proteins showed high accumulation in G1 (Fig. 3c,e,h) or G2
(Fig. 3b,f).

We compared the results obtained here with mRNA profiles from
a previous microarray study of the same genes in HeLa cells18

(Fig. 3). The mRNA levels for three of the genes (Fig. 3a,d,e)
were scored as cell cycle–dependent in the microarray study; the
corresponding proteins were also scored as cell cycle–dependent in
our study. An additional five genes that scored as non–cell cycle–
dependent in the microarray study scored as cell cycle–dependent
at the protein level in our study (Fig. 3b,c,f–h). Thus, we seem to
detect two- to threefold more cell cycle–dependent genes with the
present approach.

Cell cycle–dependent changes in localization
Changes in protein levels associated with the cell cycle may involve
not only changes in protein accumulation rates but also changes in
localization. We examined cell cycle–dependent localization
changes using a display termed a ‘synchrogram’. The synchrogram
allows comparison of localization dynamics across the cell cycle,
spanning the time between two consecutive division events
(Fig. 4a). This display is an effective way to observe localization
dynamics but not changes in protein amounts (which are hard to
distinguish by eye and are best quantified). In Figure 4a, we show a
subset of labeled proteins in the library that includes several
different cellular localizations. These include the Na-K channel
component ATP1A1, localized to the plasma membrane; moesin
(MSN), a cytoplasmic protein linking the cytoskeleton to receptors
on the plasma membrane; RTN4, a protein found in the endo-
plasmic reticulum; RPL4, ribosomal protein found in the cyto-
plasm and nucleoli; fibrillarin (FBL), involved in nucleolar
organization; LaminB1 (LMNB1), one of the components of the
nuclear envelope; and the nuclear proteins LMNA and USP7 and
the regulatory histone H2AFV. This display is generated by custom
software when cell locations and division times have been either
automatically or manually determined (see Methods).

Proteins show diverse cell cycle–dependent localization patterns
as the cells go through defined events in the cell cycle, such as the
localization of LMNB1 to the nuclear envelope after 1–2% of the
cell cycle has elapsed, decondensation and condensation of DNA
associated H2AFV (after 3–5% and 97% of the cell cycle
has elapsed, respectively) and the nucleolar localization of FBL
(3–5% elapsed) and RPL4 (5–10% elapsed).

To illustrate one example of cell cycle–dependent translocation in
detail, we focus on USP7, a ubiquitin-specific nuclear protease.
This protein is known to assume either a diffuse localization in
the nucleus or localize to nuclear bodies29. We find that tagged
USP7 showed a previously unknown cell-cycle dependence in
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Figure 2 | In silico synchronization of individual cells. (a) Final frame from

a time-lapse movie of tagged histone H2AFV. Movies were acquired with a

resolution of 10 min and duration of 48–60 h. Nuclei were tracked and their

total fluorescence determined in each frame. Bar, 50 mm. (b) Tracks of the cell

nuclei in a, shown as lines. Cells with the same color and connected by a line

are descended from the same parental cell. Cells in gray were not successfully

analyzed. (c) Total fluorescence of each nucleus as a function of time. The

dynamics of one typical nucleus is highlighted. Abrupt decreases are cell

division events. (d) Cells were synchronized in silico by aligning the nuclear

fluorescence between two cell divisions. The x axis shows the percentage of

the cell cycle elapsed since the first division.
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translocation to nuclear bodies (Fig. 4b; see also Supplementary
Video 4 online). These bodies appeared at about the halfway
point of the cell cycle. Figure 4c shows the appearance of
nuclear body localization in 79 different cells. The majority of
cells showed nuclear body localization only at the 40–95% cell cycle
fraction. Notably, there was some cell-to-cell variability in localiza-
tion: some cells showed nuclear body localization through most of
the cell cycle, whereas others showed it for only brief periods or
not at all.

DISCUSSION
Observation of dynamic processes at the population level, such as
cell-cycle dependence of proteins, is challenging when these pro-
cesses are not synchronized between cells. Looking at protein
dynamics in individual cells is perhaps the most direct approach
to investigate nonsynchronized processes. Observing protein

behavior in single cells, combined with accurate quantification and
in silico synchronization, allowed us to detect widespread changes
in the amount and localization of proteins as a function of the
cell-cycle stage.

The present study uses a new method for retroactive synchroni-
zation of cells based on detection of division events in individual
cells in time-lapse movies. This approach avoids mechanical or
chemical synchronization of cells, which have the potential to alter
their physiological state30. The present approach also avoids a
common problem of synchronization in which cells begin to lose
their initial synchronization to each other even in the first cell cycle.
With in silico synchronization, cells can be synchronized for as long
as they grow exponentially in the time-lapse movie. Such retro-
active in silico synchronization is not limited to the cell cycle and
can be extended to align protein behavior with respect to any
cellular event with automatically detectable start and end points. In
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addition, our approach detects regulation at the protein level,
including changes in localization.

We are presently extending this dynamic proteomics approach to
cover a large fraction of the proteins expressed in this cell line. The
present CD-tagging protocol can generate B1,000 tagged and
identified clones in a few months. High-speed and high-through-
put microscopy systems can generate time-lapse movies on hun-
dreds of clones per week per microscopy station31,32. We therefore
believe that with the present approach it will become feasible to
study proteome dynamics of human cells under diverse conditions
and stimuli.

In conclusion, this study presents a system for dynamic proteo-
mics in individual living cells, based on a library of CD-tagged

clones and automated microscopy, combined with image analysis.
We found that many of the tested nuclear proteins show cell cycle–
dependent changes in their nuclear accumulation rate. This study
indicates that single-cell dynamic proteomics can complement
present microarray and proteomic methods for a high-resolution,
quantitative view of protein networks in individual living
human cells.

METHODS
Long period time-lapse microscopy. We obtained time-lapse
movies with a Leica DMIRE2 inverted fluorescence microscope
(Leica Microsystems) equipped with a 20�, 0.7 numerical aper-
ture (NA) phase objective and a filter cube containing a filter set
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for YFP (Chroma), a motorized stage (Maertzhaeuser), automated
Uniblitz shutters (Vincent Associates) and an ORCA ER cooled
charge-coupled device (CCD) camera (Hamamatsu Photonics).
The microscope was placed within a temperature-controlled
incubator, with an internal chamber for regulated CO2 and
humidity (Leica Microsystems). The system was controlled by
ImagePro5 Plus (Media Cybernetics) macros, which integrated
time-lapse acquisition, stage movement and software-based auto-
focus. During the experiment, cells were grown and visualized in
12-well coverslip-bottom plates (MatTek) coated with 0.001%
fibronectin (Sigma-Aldrich). The normal RPMI medium was
replaced with RPMI without phenol red (Biological Industries)
to decrease autofluorescence.

Image analysis of time-lapse movies. Full details of the image
analysis algorithm are given in Supplementary Methods. We used
a custom-written image analysis tool developed using the Matlab
image processing toolbox environment (Mathworks). The main
steps were the segmentation of the cells, tracking and detection of
cell division events. Segmentation code used a version of an
algorithm now available and documented in the open-source
software package CellProfiler (http://www.cellprofiler.org; A.E.C.,
unpublished data). The algorithm is based on a combination of
thresholding and watershed segmentation; we applied it to images
after performing flat field correction and background subtraction.
An example of nucleus segmentation is shown in Supplementary
Figure 4 online.

Cell division was detected by a sharp twofold drop in total
fluorescence level between consecutive images. The main para-
meters measured for each cell nucleus were the x and y centroid
locations, cell area, total fluorescence, and mean and variance of
the fluorescence.

Calculation of nuclear accumulation rates. The production rate
at time t was calculated by the difference equation (f(t + t/2) –
f(t – t/2)) / t, where f(t) is the total fluorescence at time t. Both t
and t are in units of ‘percentage of elapsed cell cycle’. We used a
value of t¼ 10%; we obtained similar results for values of t¼ 6%,
t ¼ 20% and t ¼ 30%. We did not calculate production rates at
times to 15% or t4 85% of the cell cycle because of fluctuations
in the segmentation near the division event. For each protein, the
nuclear accumulation rate calculation is based on tracks of 50–
400 cells. Each track comprises B100 frames covering the com-
plete cell cycle. We obtained 45,000 full cell cycles altogether,
using 4500,000 cell segments. The nuclear accumulation rate was
defined as the temporal derivative of the nuclear protein fluores-
cence level divided by the nuclear area. To correct for systematic
measurement errors on the order of 20%, we normalized all curves
by a standard curve: the nuclear accumulation rate was normalized
by the median accumulation profile of the 25% least-variable
proteins. We obtained similar scoring of cell cycle profiles when we
omitted normalization (Supplementary Fig. 5 online).

Analysis of cell-cycle dependence. To determine whether a
nuclear accumulation profile was cell cycle dependent, we used
criteria that took into account both experimental error and
biological differences between clones. This was possible because
some proteins were labeled more than once in the library. For
6 out of the 20 proteins examined (Fig. 3c,e,g,k,l,o), we measured

the nuclear accumulation dynamics of 2–3 clones in which the
same protein was tagged. We then estimated the variability in the
accumulation rate between clones of the same protein (interclone
variability). The nuclear accumulation of proteins was scored as
significant if its root mean squared deviation from a constant
accumulation rate was two or more interclone standard deviations
above the mean interclone variability (that is, Po 0.05). Note that
this criterion is stringent in the sense that brief dynamic changes
are not picked up. Therefore, we also included one protein
(RBBP7) that obviously had a cell cycle–dependent profile with
variation mainly at one point.

We used a second criterion to assess cell-cycle dependence,
similar to that used in microarray studies. Cell-cycle dependence
was defined based on a criterion of at least twofold difference in
accumulation rate across the cell cycle and a difference of at least
eight standard errors between highest and lowest nuclear accu-
mulation rates. Such a definition gave very similar results to the
first method described above: all proteins that were scored as cell
cycle–dependent according to the first criterion also passed the
second criterion. The second criterion also scored as cell cycle–
dependent an additional three proteins: HMGA2, RBBP7 and
SFRS10. We found similar results when we considered nuclear
accumulation rate without normalization to the cell area or to a
standard curve (Supplementary Fig. 5 online).

Synchrogram visualization. Cells were tracked either automati-
cally using the custom-written Matlab image analysis software
described above (for nuclear proteins) or using MetaMorph
(Universal Imaging) software (for other localizations). We used
custom Matlab code to create the synchrogram. The beginning
and end of a cell cycle were marked by a twofold decrease in total
fluorescence. Linear interpolation between these time markers
served to find the frames that represented any given percentage
of the cell cycle. We automatically or manually separated each cell
image from its neighboring cells and deleted the neighboring cell
images. We then centered the cell image and rotated it to place
the cell’s long axis in the horizontal direction. Supplementary
Figure 6 online shows the synchrogram without this manipula-
tion. Each frame shows an 80 � 80 pixel (40 � 40 mm)
neighborhood centered at the cell’s centroid. We normalized the
pixel intensity scale for each image to keep a small fixed percentage
of the pixels in saturation (usually 0.1%, to avoid image darkening
by singular bright pixels). This scaling allowed spatial details to be
seen for clones with different levels of signal. Some proteins
showed an apparent increase in total intensity (for example,
as RPL4 did, between 97% to 99% of the cell cycle) owing to
redistribution fluorescence leading to changes in the maximal pixel
intensity and a corresponding change in the scaling.

Quantitation of nuclear bodies. To detect nuclear bodies, we
calculated for each cell the ratio of fluorescence intensity between
the top five pixels in the nucleus and the average fluorescence
within the nucleus. Cells with a ratio 41.5 were scored as
containing nuclear bodies. Cells without nuclear bodies had a
ratio of around 1.2.

Additional information. Descriptions of retroviral constructs,
cells and infection; sorting of YFP fluorescent cells by flow
cytometry; identification of tagged protein by 3¢ RACE; analysis
of DNA content by flow cytometry to estimate relative duration of

  
p

u
or

G  
g

n i
h si l

b
u

P er
u ta

N 600 2
©

e r
ut a

n/
m

oc.er
ut a

n.
w

w
w//:

ptt
h

s
d
o
ht

e
m

530 | VOL.3 NO.7 | JULY 2006 | NATURE METHODS

ARTICLES



cell cycle phases and image analysis and fluorescence quantifica-
tion are available in Supplementary Methods.

Note: Supplementary information is available on the Nature Methods website.
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